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Can we perform informative Bayesian uncertainty evaluation within the

framework of GUM-Supplement 1?

The underlying question
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First message
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The Type-A uncertainty evaluation in GUM-S1 is equivalent to a Bayesian

procedure with a specific non-informative prior.

C. Elster and B. Toman, “Bayesian uncertainty analysis under prior ignorance of the measurand versus analysis using the supplement 1 to the guide: a comparison,” Metrologia 2009.
I. Lira and D. Grientschnig, “Equivalence of alternative Bayesian procedures for evaluating measurement uncertainty,” Metrologia, 2010.
O. Bodnar, G. Wübbeler, and C. Elster, “On the application of Supplement 1 to the GUM to non-linear problems,” Metrologia, 2011.
A. Forbes and J. Sousa, “The GUM, Bayesian inference and the observation and measurement equations,” Measurement, 2011.
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Replacement of the non-informative prior with an informative prior within

the Type-A procedure does not preserve this equivalence.

The Type-A uncertainty evaluation in GUM-S1 is equivalent to a Bayesian

procedure with a specific non-informative prior.
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C. Elster and B. Toman, “Bayesian uncertainty analysis under prior ignorance of the measurand versus analysis using the supplement 1 to the guide: a comparison,” Metrologia 2009.
I. Lira and D. Grientschnig, “Equivalence of alternative Bayesian procedures for evaluating measurement uncertainty,” Metrologia, 2010.
O. Bodnar, G. Wübbeler, and C. Elster, “On the application of Supplement 1 to the GUM to non-linear problems,” Metrologia, 2011.
A. Forbes and J. Sousa, “The GUM, Bayesian inference and the observation and measurement equations,” Measurement, 2011.

Marschall, M., Wübbeler, G., and Elster, C, “Rejection sampling for Bayesian uncertainty evaluation using the Monte Carlo techniques of GUM-S1,”Metrologia, 2021
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Second message
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Marschall, M., Wübbeler, G., and Elster, C, “Rejection sampling for Bayesian uncertainty evaluation using the Monte Carlo techniques of GUM-S1,”Metrologia, 2021

Link to software repository: https://gitlab1.ptb.de/marsch02/gums1-rejection-sampler

The tools provided by GUM-S1 enable a fully informative Bayesian

uncertainty evaluation.
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GUM-Supplement 1 and the Monte Carlo procedure
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Degree-of-belief distributions assigned to input quantities

+

Monte Carlo sampling to obtain output PDF
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First message
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Replacement of the non-informative prior with an informative prior within

the Type-A procedure does not preserve the equivalence to an informative 

Bayesian procedure.



➢ Linear measurement model 𝑌 = 𝑋 + 𝑍

➢ 𝑋 indication quantity with single recording 𝑥1 drawn from 𝑁 𝑋, 𝜎2

➢ 𝑍 type-B with assigned PDF of 𝑁(𝑧0, 𝑢 𝑧0
2)

➢ 𝑌 measurand with prior knowledge PDF of 𝑁(𝑦0, 𝑢 𝑦0
2)

1 +
𝑢 𝑧0

2

𝑢 𝑦0
2

<
𝑢𝑛𝑎𝑖𝑣𝑒 𝑦 2

𝑢𝐵𝑎𝑦𝑒𝑠 𝑦 2
< 1 + 2

𝑢 𝑧0
2

𝑢 𝑦0
2

Naive informative GUM-S1
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Uncertainty ratio can
become arbitrary large!

Replacing the non-informative prior for 𝑋 with the informative prior induced by the knowledge about 𝑌.
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Naive informative GUM-S1
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➢ Linear measurement model 𝑌 = 𝑋 + 𝑍

➢ 𝑋 indication quantity with single recording 𝑥1 drawn from 𝑁 𝑋, 𝜎2 𝜎 = 0.1

➢ 𝑍 type-B with assigned PDF of 𝑁(𝑧0, 𝑢 𝑧0
2) 𝑧0 = 1, 𝑢 𝑧0

2 = 1

➢ 𝑌 measurand with prior knowledge PDF of 𝑁(𝑦0, 𝑢 𝑦0
2) 𝑦0 = 1
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Replacing the non-informative prior for 𝑋 with the informative prior induced by the knowledge about 𝑌.



Naive informative GUM-S1
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Replacing the non-informative prior for 𝑋 with the informative prior induced by the knowledge about 𝑌.



Naive informative GUM-S1
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Replacing the non-informative prior for 𝑋 with the informative prior induced by the knowledge about 𝑌.

Joint prior PDF assigned by
naive informative GUM-S1

True joint prior PDF induced by prior 
knowledge of 𝑌



Naive informative GUM-S1
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𝑋 and 𝑍 are 
a priori dependent.

Taking an 
independent PDF for 
𝑋 is not appropriate.
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Replacing the non-informative prior for 𝑋 with the informative prior induced by the knowledge about 𝑌.

Joint prior PDF assigned by
naive informative GUM-S1

True joint prior PDF induced by prior 
knowledge of 𝑌



Second message
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The tools provided by GUM-S1 enable a fully informative Bayesian

uncertainty evaluation.



Can we do better and fully Bayesian?

MATHMET 2022 - 2 - 4 November Manuel Marschall - Rejection Sampling using GUM-S1

𝑋 = 𝑔(𝑌, 𝑍)

1. Generate samples from joint prior (GUM-S1 for observation equation)
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Can we do better and fully Bayesian?
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𝑋 = 𝑔(𝑌, 𝑍)

1. Generate samples from joint prior (GUM-S1 for observation equation)

2. Take samples which are compatible with the data-likelihood
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Can we do better and fully Bayesian?
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Rejection sampling for metrological relevant applications
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➢ Fast and easy to implement

➢ Provably convergent sampling scheme

➢ Generates i.i.d. samples from posterior (without MCMC sampling)
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Rejection sampling for metrological relevant applications
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What about convergence rate?
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Rejection sampling for metrological relevant applications
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Rejection sampling for metrological relevant applications
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Typically not relevant in 
metrology

GUM-S1 applicable
Good convergence of
proposed procedure

➢ Fast and easy to implement

➢ Provably convergent sampling scheme

➢ Generates i.i.d. samples from posterior (without MCMC sampling)

What about convergence rate?
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Example: calibration of a standard resistor
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Prior dominates posterior

Observed acceptance rate: 9.1%

EA-04/02 M: 2013, Example S3 modified by artificial prior knowledge about the measurand
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Example: calibration of a standard resistor

MATHMET 2022 - 2 - 4 November Manuel Marschall - Rejection Sampling using GUM-S1

Observed acceptance rate: 6.7%

EA-04/02 M: 2013, Example S3 modified by artificial prior knowledge about the measurand
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Example: calibration of a standard resistor
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Data dominates posterior

Observed acceptance rate: 3.7%

EA-04/02 M: 2013, Example S3 modified by artificial prior knowledge about the measurand
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Example: calibration of a standard resistor
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Informative Bayesian uncertainty evaluation in a spreadsheet



Conclusions
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➢ Assignment of an informative Type-A PDF and subsequent naive application of GUM-S1 

differs from a truly informative Bayesian inference.

➢ A simple counterexample shows the reason: ignorance of dependency.

➢ In metrological relevant cases, the techniuqes of GUM-S1 can be applied for rejection

sampling to efficiently generate i.i.d. samples from the Bayesian posterior.

Marschall, M., Wübbeler, G., and Elster, C, “Rejection sampling for Bayesian uncertainty evaluation using the Monte Carlo techniques of GUM-S1,” Metrologia, 2021

Link to software repository: https://gitlab1.ptb.de/marsch02/gums1-rejection-sampler
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Appendix: Type-A uncertainty evaluation
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GUM-S1 pure Type-A uncertainty evaluation (6.4.9.2)

Statistical model 𝐗 | 𝑋, 𝜎2 ∼ 𝑁 𝑋, 𝜎2

(Reference prior)           𝑋, 𝜎2~ 𝜋 𝑋, 𝜎2 ∝ 𝜎−2

Marginal posterior 𝑋 | 𝐗 = 𝑥1, … , 𝑥𝑛 ~ 𝑡𝑛−1( ҧ𝑥, 𝑠2/𝑛)
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Prior knowledge from Y to X
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𝑌 = 𝑋 + 𝑍

➢ 𝑋 indication quantity with single recording 𝑥1 drawn from 𝑁 𝑋, 𝜎2

➢ 𝑍 type-B with assigned PDF of 𝑁(𝑧0, 𝑢𝑧0
2 )

➢ 𝑌 measurand with prior knowledge PDF of 𝑁(𝑦0, 𝑢𝑦0
2 )

A possible informative GUM-S1 procedure (Bayes for 𝑋 only):

𝑋 ∼ 𝑁(𝑦0 − 𝑧0, 𝑢𝑦0
2 + 𝑢𝑧0

2 )

𝑋 | 𝑥1 ~ 𝑁 𝑥𝑝 = 𝑢𝑥𝑝
2

𝑦0 − 𝑧0

𝑢𝑧0
2 + 𝑢𝑦0

2 +
𝑥1
𝜎2

, 𝑢𝑥𝑝
2 =

1

𝑢𝑧0
2 + 𝑢𝑦0

2 +
1

𝜎2

−1

A priori

A posteriori

Use this for MC 
propagation?
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A simple counterexample (Appendix)
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𝑌 = 𝑋 + 𝑍

➢ 𝑋 indication quantity with single recording 𝑥1 drawn from 𝑁 𝑋, 𝜎2

➢ 𝑍 type-B with assigned PDF of 𝑁(𝑧0, 𝑢𝑧0
2 )

𝑋 | 𝑥1 ~ 𝑁 𝑥𝑝 = 𝑢𝑥𝑝
2

𝑦0 − 𝑧0

𝑢𝑧0
2 + 𝑢𝑦0

2 +
𝑥1
𝜎2

, 𝑢𝑥𝑝
2 =

1

𝑢𝑧0
2 + 𝑢𝑦0

2 +
1

𝜎2

−1

Then, GUM-S1 yields output PDF

𝑌𝐺~𝑁 𝑦𝐺 , 𝑢𝑦𝐺
2

𝑦𝐺 = 𝑧0 +
1

𝑢𝑧0
2 + 𝑢𝑦0

2 +
1

𝜎2

−1
𝑦0 − 𝑧0

𝑢𝑧0
2 + 𝑢𝑦0

2 +
𝑥1
𝜎2

, 𝑢𝑦𝐺
2 = 𝑢𝑧0

2 +
1

𝑢𝑧0
2 + 𝑢𝑦0

2 +
1

𝜎2

−1
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A simple counterexample (Appendix)
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𝑌 = 𝑋 + 𝑍

➢ 𝑋 indication quantity with single recording 𝑥1 drawn from 𝑁 𝑋, 𝜎2

➢ 𝑍 type-B with assigned PDF of 𝑁 𝑧0, 𝑢𝑧0
2 = 𝜋(𝑧)

➢ 𝑌 measurand with prior knowledge PDF of 𝑁 𝑦0, 𝑢𝑦0
2 = 𝜋 𝑦

➢ Joint prior 𝜋 𝑦, 𝑧 = 𝜋 𝑦 𝜋 𝑧

Then, the Bayesian approach yields output PDF

𝑌𝐵| 𝑥1~𝑁 𝑦𝐵 , 𝑢𝑦𝐵
2

𝑦𝐵 = 𝑢𝑦𝐵
2

𝑧0 + 𝑥1
𝑢𝑧0
2 + 𝜎2

+
𝑦0

𝑢𝑦0
2 , 𝑢𝑦𝐵

2 =
1

𝑢𝑦0
2 +

1

𝑢𝑧0
2 + 𝜎2

−1
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A simple counterexample (Appendix)
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𝑦𝐺 = 𝑧0 +
1

𝑢𝑧0
2 + 𝑢𝑦0

2 +
1

𝜎2

−1
𝑦0 − 𝑧0

𝑢𝑧0
2 + 𝑢𝑦0

2 +
𝑥1
𝜎2

, 𝑢𝑦𝐺
2 = 𝑢𝑧0

2 +
1

𝑢𝑧0
2 + 𝑢𝑦0

2 +
1

𝜎2

−1

𝑦𝐵 = 𝑢𝑦𝐵
2

𝑧0 + 𝑥1
𝑢𝑧0
2 + 𝜎2

+
𝑦0

𝑢𝑦0
2 , 𝑢𝑦𝐵

2 =
1

𝑢𝑦0
2 +

1

𝑢𝑧0
2 + 𝜎2

−1

𝑢𝑧0
2
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